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Abstract—In this paper, we encode semantics of a text docu-
ment in an image to take advantage of the same Convolutional
Neural Networks (CNNs) that have been successfully employed
to image classification. We use Word2Vec, which is an estimation
of word representation in a vector space that can maintain the
semantic and syntactic relationships among words. Word2Vec
vectors are transformed into graphical words representing se-
quence of words in the text document. The encoded images are
classified by using the AlexNet architecture. We introduced a
new dataset named Text-Ferramenta gathered from an Italian
price comparison website and we evaluated the encoding scheme
through this dataset along with two publicly available datasets
i.e. 20news-bydate and StackOverflow. Our scheme outperforms
the text classification approach based on Doc2Vec and Support
Vector Machine (SVM) when all the words of a text document
can be completely encoded in an image. We believe that the
results on these datasets are an interesting starting point for
many Natural Language Processing works based on CNNs, such
as a multimodal approach that could use a single CNN to classify
both image and text information.

Index Terms—text encoding; word2vec; deep convolutional
neural network; text documents classification;

I. INTRODUCTION

Semantics plays a crucial role to understand the meaning
of a text document; humans can understand the semantics
easily; however, for a computer semantics understanding is
still a distant goal. State-of-the-art word embedding models
such as Word2Vec [1] are a step forward to understand the
semantics of the text. ok Word2Vec takes words or phrases
from the vocabulary and map to vectors of real numbers. We
can then perform mathematical operations on these vectors,
leading to different applications in Natural Language Process-
ing. Word2Vec objective function causes words that occur in
similar contexts to have similar word embeddings. We exploit
this observation in our work as shown in Fig. 1, where similar
word embeddings can be transformed into visual domain with
similar encoding which then can be used in text classification
with CNNs.

Text classification is a common task in Natural Language
Processing extensively studied, for example [2] and [3] tackled
this problem using traditional classifiers such as Naive Bayes,
K-Nearest Neighbor and SVM. Although these are not state-
of-the-art methods, they are still used for text classification.

Recently, Convolutional Neural Networks achieved state-
of-the-art results on image classification [4]. In this work
we propose a new encoding scheme called Semantic Text
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Fig. 1. When analyzing the text shown at the top, a human can understand
that the two words “bikers” and “riding” are semantically related, and that the
document talks about motorcycles. By combining the ability of Word2Vec to
find semantic relationships between words and the ability of CNN in images
classification, a computer can almost imitate those human capabilities. The
visual words encoded by Word2Vec and displayed at the center and on the
bottom of this figure, can be easily understood by a CNN. In this encoding, a
12 dimensions Word2Vec feature vector has been transformed into a sequence
of 4 RGB colors.

Encoding or ste2img which encodes Word2Vec features of
a text document in an image, by capitalizing the abilities
of CNNs for classification. Our proposed encoding scheme
captures typical computer vision location invariant property
along with compositionality. In fact, a CNN intuitively can
understand words from pixels, sentences from words, and
more complex concepts from sentences. The results on three
different datasets show that our scheme achieves high accuracy
and outperforms text classification based on Doc2Vec and
SVM in many configurations. We believe that our encoding
scheme will provide a basis for a future text/image multimodal
approach and text classification.

II. RELATED WORK

In this section we discuss related works available in the
literature. Zhang et al. [S], created a CNN model working
with texts at the level of characters. They showed that their
approach achieved low error rates compared to traditional
approaches. However, in our work, instead of using a con-
volutional model developed specifically to deal with text
classification, we designed a preprocess step which allows
us to use the CNNs typically used for image classification.
Kalchbrenner ef al. [6] created a new model of CNN that used
a specialized operation named Dynamic k-Max Pooling to
classify sentences of varying length. Moreover, they provided
a way to keep word order information intact unlike Bag-of-
Words. In addition, they concluded their approach suffered
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Fig. 2. Image of the proposed pipeline. Starting from a text, we encode each word with values extracted from a dictionary of feature vectors (W2V dictionary).
Values obtained are interpreted as RGB values and represented in the final image. After this preprocess step, the image is classified by a properly trained

CNN implementing the AlexNet architecture.

from complexity issues with larger dictionaries, resulting in
the reduction of either the dimension of the vocabulary or
the length of feature vectors. This leads us to consider that
we should have the same issue; in fact, some of the datasets
that we used are characterized by a large number of words,
which forced us to limit the number of words especially for
the 20news dataset.

Tang et al. [7] faced up the sentiment classification problem
on Twitter datasets using an ad-hoc model made up of three
neural networks to encode sentiment information from text
into loss function. To achieve this goal, this study exploits
the capabilities of Word2Vec model. They concluded that
Word2Vec is not suitable for sentiment analysis tasks as it
cannot differentiate the meaning between adjectives before a
noun, for example “good” and “bad”. On the other hand, we
are interested in the relationships between words rather than
polarity, and so this Word2Vec embedding is perfect for our

purpose.
III. PROPOSED ENCODING SCHEME

The encoding method described in this section is simply
used to analyze the behavior of the CNN, while varying
the encoding parameters. We exploit Word2Vec [1] word
embedding, that helps to reconstruct the semantics associated
with a text document in an image and then the encoded image
can be used in the classification process. As shown in Fig. 2,
we used a dictionary F'(tx,vy) where each word t, used to
train Word2Vec, is associated with a vector vy (¢x) of features
obtained from a trained version of Word2Vec.

As shown in Fig. 2, to create the representation of a text
document D;, we start from a preprocessed version of D;, by
applying some transformations to the text. In this paper we
tried to apply different preprocessing methods, and compared
them with the raw text (see the graphical comparison in Fig. 5).

To encode all the words ¢, € D; into an image of size
W x H we introduced a basic scheme that, after changing
some parameters, allows us to obtain different arrangements
of visual words 7 in the image. We introduce the concept
of super-pixel as a square area of size P x P pixels with
uniform color representing a contiguous sequence of features
(Vk,j» Vk,j+1, Vk,j+2) extracted as a sub-vector of vy,. Each vy, ;
component is normalized with respect to all k, in such a way

that it can assume values in the interval [0...255]. Given a
word ty, a visual word 1), is a square area of V x V pixels
that can contain a maximum number of super-pixels equal to
(V/P)2. The position (0, 0) of each #;, was fixed in the upper
left corner. Consequently, each 7;, is placed in the following

image coordinate (z,y):
mod (W —V)

x=k(V+s) W
y = (V—i—s)(‘g[‘,ﬂ”‘jg

where s is the horizontal or vertical space in pixels existing
between two close visual words. Fig. 3 shows an example
of an image encoding a text document (on the left), and one
example of encoded visual word (on the right). The visual
words positioning described in equation (1), produces a wanted
vertical misalignment, avoiding regularity in the encoding
image. Some real examples of encoded images can be seen
in Fig. 8.

With this encoding scheme, we can exploit CNN models
typically used for image classification. As shown in Fig. 2,
each convolutional layer produces different convolutive maps
and each of them, from the closest layer to the input up to the
last one, produces activation areas that show how the model
is working to understand the semantics behind the text. The
convl layer in Fig. 2 shows activation areas near the individual
superpixels, and as also showed by the convolutional kernels
in Figure 4, this behavior does not depend on the size of
kernels used for the input image. We believe that the first
convolutional layer recognizes some particular features of
visual words. Remaining CNN layers instead, aggregate these
simple activations to create increasingly complex relationships
between words or parts of a sentence in a document.

IV. DATASETS

The first dataset that we used in the experiments to eval-
uate the ste2img encoding scheme is Text-Ferramenta, which
consists of adverts collected from an Italian price comparison
website. The dataset is composed of text description of adverts
in Italian language from online and physical retailers. The
description contains features and other technical information
about the items on sale. This produced a dataset characterized
by short texts and grammatically ill formed sentences, which
made this dataset more compelling. We created the ground
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Fig. 3. A schematic example of our encoding scheme. The figure on the left shows a simple encoding image of size W x H = 9 x 9, with three visual
words #y, of size V x V = 4 x 4 which may contains a maximum number of (V/P)? = (4/2)% = 4 superpixels of size P x P = 2 x 2. On the right,
for example the word “spaghetti” is encoded in a sequence of 15 numbers using word2vec, and the same sequence can be transformed into different visual
words by changing parameter V (in this example V' = 4, 6, 12).

truth using a query based software that clusters commercial

offers based on a text matching software. The dataset consists TABLE I

of 88,010 text description instances randomly split in 66,141  STATISTICS FOR TEXT DATASETS. C: NUMBER OF CLASSES; TRAIN/TEST:

fOr train and 21 869 fOr test sets belonging to 52 ClaSSCS NUMBER OF INSTANCES FOR TRAIN/TEST AND VOCAB SIZE: NUMBER OF
. ’ . ’ . . ’ UNIQUE WORDS IN THE DATASET; MAX WORDS: THE MAXIMUM NUMBER

e.g. paint brush, hinge, tape, safe, chain, ladder, cart etc. in a OF WORDS PER DOCUMENT.

hardware category. Text description in dataset contain 22,045

different words for train and 20,083 for test sets. We will —_Dataset C__ Train Test Vocab size Max words
A . Text-Ferramenta 52  66.141  21.869 163797 104

release this dataset with our work for research purposes. StackOverflow 20 16000 4000 30919 64
In addition to the Text-Ferramenta dataset, we used two 20news-bydate 4 7977 5321 234316 11278

publicly available datasets i.e. StackOverflow and 20news
in experiments to validate our ste2img encoding scheme.
StackOverflow dataset contains 20.000 question titles from 20
classes as described in [8]. Each class has 1.000 question titles,
randomly split into train and test sets. We have 16.000 and
4.000 instances for train and test respectively. In our experi-
ments, we only used question titles to train word embeddings.
We downloaded the dataset from the github page'.

The third dataset that we used in experiments is called
20news. The 20news dataset has become a popular choice
for experiments in Natural Language Processing applica-
tions, such as text classification and text clustering. 20news
dataset contains 20.000 newsgroup partitioned into 20 different
classes. In our experiments, we used 20news-bydate version of
the dataset®. This version contains separate train and test sets
which are grouped into six major categories. We selected four
major categories: comp, politics, rec, and religion as described
in [9]. These four categories contain 7.977 and 5.321 instances
for train and test respectively.

We converted the text from StackOverflow, 20news-bydate
and Text-Ferramenta to lowercase, erased punctuation and spe-
cial symbols from text before the encoding process. However,
for the 20news-bydate dataset, we investigated the contribution
of the preprocessing step in our approach for text classification.
The summary statistics of the datasets are described in Table I.

V. E Fig. 4. Two CNN kernels of the “convl” layer. On the top 96 kernels
- EXPERIMENTS 3 x 3 while on the bottom the same number of kernels having size 11 x 11.

: : . The kernels were trained on 20news-bydate dataset using the following
The aims of the experiments are: configuration shown in Fig. 5: Size of visual word = 24 X 24, num. MAX

. . words = 80, superpixel size = 4 X 4, 12 word2vec features.
Thttps://github.com/jacoxu/StackOverflow

Zhttp://qwone.com/~jason/20Newsgroups/
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Fig. 5. Histograms of CNNs accuracies reached on 20news-bydate dataset when given the ste2img encoding in input. The upper row shows the results
obtained from the original text transformed in lowercase and from which were removed all the characters different from [a-z] and [0-9]. The bottom row
shows the results obtained from the original text. “kernel size” is the size of the convolution kernels for the input CNN layer called “convl” in Fig. 2. “num.
MAX words” is the maximum number of textual words that can be encoded within the image. “Word2Vec features” is the number of Word2Vec features used
to encode a single textual word as a sequence of colored superpixel within a visual word.

« To validate the proposed encoding scheme and understand

different parameters and configurations

e To compare the proposed encoding scheme with text

classification based on Doc2Vec and SVM

In our experiments we measured the performance of models
using overall classification accuracy. The encoding scheme
mentioned in Section III produces encoded images from
Word2Vec features. These encoded images can be classified
using CNNs, however, we used the AlexNet architecture in
our experiments. The architecture contains eight layers with
weights; the first five are convolutional and the remaining three
are fully-connected. The output of the last fully-connected
layer is fed to softmax which produces a distribution over
the class labels, as shown in Fig. 2.

We use the publicly available Doc2Vec tool to train word
embeddings, and all parameters are set as in [1] to train sen-
tence vectors on 20news-bydate and Text-Ferramenta datasets.
However, we use a smaller window size (7), for StackOverflow
dataset, as it is composed of short question titles. Normally,
Doc2Vec and Word2Vec are trained on a large corpus and used
in different contexts. However, in our work, we trained these
two tools with the same training set for each dataset used for
text classification.

We carried out experiments with different kernel size as
shown in histograms of Figs. 5, 6, 7. All experiments are
conducted using s = 1, images of 256 x 256 and we
never removed stop words from the text. We used superpixel,
described in Section III, set to 4 x 4 and 8 X 8 and we were

interested in understanding if best results can be obtained by
using a kernel size that is smaller or larger than superpixel.
From histograms of Figs. 5, 6, 7 we concluded that in most
cases different kernel size produce similar results. We can see
that best results are obtained using a low number of features:
12 or 24. We believe that this resulting difference is due to
the encoding technique. In fact for low number of features,
our approach encodes feature vectors with superpixels in a
single row, while, with large number of features, multi-line
encoding is used. The impact is given by the convolutional
layer, which cannot recognize scrolling images from left to
right thus encoding in a new line as if it belonged to a
previously seen word. This problem does not happen when
features are encoded in a single line, because the network
processes a whole word before analyzing the next and we
know from Fig. 4 that different kernel size capture a single
superpixel with its immediate neighbors. Some bars in the
Figs. 5, 6, 7 are missing because of large number of features,
and it is not possible to encode features in image due to larger
size of superpixel.

We compared our encoding scheme with text classification
based on Doc2Vec and SVM. We obtained feature vectors
from Doc2Vec model for each instance starting from each
document of a dataset and saved embedding to a file, one for
training and one for testing instances. Finally, instances have
been classified with SVM available in the WEKA open source
library [10] to compare the results against ste2img as shown
in table II. These results indicate that our encoding scheme
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Fig. 6. Histograms of CNNs accuracies reached on stackoverflow dataset when receiving the ste2img encoding in input. “kernel size” is the size of the
convolution kernels for the input CNN layer called “convl” in Fig. 2. “num. MAX words” is the maximum number of textual words that can be encoded
within the image. “Word2Vec features” is the number of Word2Vec features used to encode a single textual word as a sequence of colored superpixel within

a visual word.

outperformed text classification based on Doc2Vec and SVM
for StackOverflow and Text-Ferramenta datasets. However,
20news-bydate dataset does not produce similar results with
our encoding scheme for 75 and 100 features, because we limit
the maximum number of words for each document.

TABLE II
COMPARISON OF THE ACCURACY OF THE DOC2VEC USING SVM AND
THE BEST RESULTS OBTAINED WITH OUR PROPOSED ste2img.

num. features: 12 24 75 100

SVM Text-Ferramenta ~ 71.02  80.47 87.83  88.69
ste2img Text-Ferramenta 89.90 91.60 91.84 89.38
SVM StackOverflow  44.80 61.95 68.62 70.62
ste2img StackOverflow 4590 86.88 87.45 7842
SVM 20news-bydate ~ 91.54 9333 9530 95.88
ste2img 20news-bydate  94.99 94.48 91.22 89.93

VI. CONCLUSION

In this work, we proposed a pipeline that can encode the
features of Word2Vec words of a text document in an image,
using the CNN capabilities to classify text document. Our
proposed scheme outperformed text classification based on
Doc2vec and SVM on three datasets i.e. StackOverflow, Text-
Ferramenta and 20news-bydate. Our results indicate that the
proposed scheme can be applied to any kind of sentences
such as technical descriptions, common sentences or ill-formed
phrases with different lengths. Finally, we believe that this
work can be used in future multimodal approach leading to
further results. Further investigations about number of encoded
words per document are needed to better understand the
relationships between encoding parameters and results. Fur-
thermore, to avoid limitation of document length we want to
study more compact embedding techniques like, for example,
the sentence level embedding proposed in [11].
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Fig. 8. Images encoding the same document ‘“20news-bydate-train/comp.os.ms-windows.misc/9474” of the 20news-bydate dataset. “Word2Vec features” is
the number of Word2Vec features used to encode a single textual word as a sequence of colored superpixel within a visual word. “words” is the maximum
number of textual words that can be encoded within the image. “sp” is the size of each superpixel. The three empty cells correspond to configurations that
can not be encoded in images of size 256 X 256.



