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Abstract
The rapid growth of Web information led
to an increasing amount of user-generated
content, such as customer reviews of prod-
ucts, forum posts and blogs. In this pa-
per we face the task of assigning a senti-
ment polarity to user-generated short doc-
uments to determine whether each of them
communicates a positive or negative judg-
ment about a subject. The method we pro-
pose exploits a Growing Hierarchical Self-
Organizing Map to obtain a sparse encod-
ing of user-generated content. The en-
coded documents are subsequently given
as input to a Support Vector Machine clas-
sifier that assigns them a polarity label.
Unlike other works on opinion mining,
our model does not use a priori hypothe-
ses involving special words, phrases or
language constructs typical of certain do-
mains. Using a dataset composed by cus-
tomer reviews of products, the experimen-
tal results we obtain are close to those
achieved by other recent works.

1 Introduction

E-commerce has grown significantly over the past
decade. As such, there has been a proliferation of
reviews written by customers for different prod-
ucts. Those reviews are of great value for the busi-
nesses as they convey a lot of information both
about sellers and products; the most important in-
formation that may be inferred from these reviews
is the overall satisfaction of customers.

With sentiment analysis or opinion mining we
refer to the task of assigning a sentiment polar-
ity to text documents to determine whether the
reviewer expressed a positive, neutral or neg-
ative judgment about a subject (Bo and Pang,
2008). Sentiment analysis is a difficult task, there-
fore several issues arise when trying to solve

it. For example, in some works the problem
of unbalanced information sources is dealt with
(Li et al., 2011; Li et al., 2012). Other ap-
proaches manage to build a lexicon of opinion-
bearing words or phrases to expose syntactic
dependencies (Kanayama and Nasukawa, 2006;
Wen and Wu, 2011; Ku et al., 2011). Differ-
ent natural language processing techniques are
adopted to support the building of dictionaries and
lexicons to identify opinion-bearing words such
as the polarity of specific part-of-speech influ-
enced by the context (Hatzivassiloglou and McK-
eown, 1997; Turney and Littman, 2002; Nak-
agawa et al., 2010). In has been proved
that machine learning models can be success-
fully exploited to face the problem of sentiment
analysis (Pang and Vaithyanathan, 2002; Wil-
son et al., 2004). Recent works use unsuper-
vised (Maas et al., 2011; Turney and Littman,
2002) or semi-supervised (Socher et al., 2011)
learning algorithms to generate a proper vector-
space representation of the documents.

The extraction of opinions expressed by cus-
tomers about specific features is an interesting
and useful task that has been successfully applied
to several different sources of information, such
as movies (Zhuang et al., 2006) or product re-
views (Hu and Liu, 2004; Popescu and Etzioni,
2005; Ding et al, 2008). Such approaches usually
lack of generality as they require prior information
strictly related to the specific topic or domain.

In this paper, we face the problem of classifying
short documents associated to product reviews in
order to assign them a positive or negative polarity.
We explore the possibility to solve such task with-
out using any prior information such as assump-
tions on the language, linguistic patterns or id-
ioms; moreover, no opinion-bearing words dictio-
naries are employed. In our model, we adopt sev-
eral well-known techniques to encode text docu-
ments. The encoded documents are clustered in an



unsupervised manner using a Growing Hierarchi-
cal Self-Organizing Map (GHSOM) (Rauber et al.,
2002) to obtain a new sparse encoding that is pro-
vided as input to a Support Vector Machine (SVM)
classifier (Cortes and Vapnik, 1995) that assigns
them the correct polarity labels. The experimental
results we present prove that the proposed method
can overcome the baseline results obtained using
bag-of-words encodings without employing any
sparse features learning; furthermore, we show
that our domain-independent approach is able to
obtain results comparable with those achieved by
approaches that exploit prior information defined
for the specific domain.

2 Related Works

Several works in literature face the sentiment anal-
ysis task using machine learning algorithms. In the
following paragraphs we introduce some the mod-
els that we consider strictly related to the method
presented in our paper.

Pang and Vaithyanathan (2002) adopt corpus
based methods using machine learning techniques
rather than relying on prior intuitions; their main
goal is to identify opinion-bearing words. The
documents are encoded using a standard bag-of-
words framework and the sentiment classification
task is treated as a binary topic-based categoriza-
tion task. They prove that: (i) the SVM classifi-
cation algorithm outperforms the others, (ii) good
results can be achieved using unigrams as fea-
tures with presence/absence binary values rather
than the frequency, unlike what usually happens
in topic-based categorization.

Maas et al. (2011) propose an unsupervised prob-
abilistic model based on the Latent Dirichlet Al-
location (Blei et al., 2003) to generate a vector
representation of the documents. A supervised
classifier is employed to cause semantically sim-
ilar words to have similar representation in the
same vector space. They argue that incorporating
sentiment information in Vector Space Model ap-
proaches lead to good overall results.

Socher et al. (2011) employ a semi-supervised re-
cursive auto-encoder to obtain a new vector rep-
resentation of the documents. Such representation
is used during the classification task. Note that
this approach does not employ any language spe-
cific sentiment lexicon or bag-of-words represen-
tations.

SVM

Figure 1: An overview of the proposed model.
From left to right: the short documents are rep-
resented in a VSM, they are given as input to a
GHSOM, the output of the GHSOM is exploited
by an SVM classifier.

3 Proposed Model

A detailed description of the proposed method is
given in the following paragraphs. It consists in a
set of phases in which each step addresses a spe-
cific task. The whole solution involves a super-
vised training procedure that exploits: (i) an unsu-
pervised neural network for feature learning and
(ii) a supervised classifier for document classifica-
tion.

In Figure 1 we present an overview of the pro-
posed method, it can be observed that the set of
raw documents received as input by our model
are represented in a Vector Space Model (VSM).
The weight assigned to each term of the dictio-
nary is computed using a weighting function w.
In details, given a set of documents D, a dictio-
nary of terms T is extracted. The weighting func-
tion wT : D → X, X ⊂ [0, 1]|T | produces a vec-
tor representation ~x ∈ X of the document d in the
space defined by the terms in the dictionary T . In
Section 3.1 we discuss in details all the weighting
functions tested in our experiments.

The vector space representation of the input
documents is given as training data to a GH-
SOM that learns a new representation for the in-
put data as described in details in Section 3.2.
The GHSOM generates a set of maps that hierar-
chically represent the distribution of the training
data. Note that, after the initial training phase,
the topology of each map is fixed. At the end
of the training phase, we assign a progressive nu-
merical identifier to each k leaf units in the maps
generated by the trained GHSOM and we de-
fine the learned k-dimensional feature space as F .
Each training pattern ~x ∈ X of the GHSOM is
mapped into a sparse feature vector by a function
feat : X → F, F ⊂ [0, 1]k. For each feature vec-
tor ~f ∈ F the following holds:

~f(i) =

{
1 if ~x activates ui
0 otherwise

(1)



Algorithm 1 Overview of the Proposed Model.
Training

1. Build the dictionary of terms T from the set
of all documents D.

2. Map all the training documents d ∈ D in the
VSM representation wT (d) = ~x, ~x ∈ X us-
ing the dictionary T .

3. Train a GHSOM with the patterns in X .
Once the training phase ends, the number of
maps generated by the GHSOM is k.

4. Each pattern ~x ∈ X is mapped in the k-
dimensional feature space F using the func-
tion feat(~x) = ~f . Let Y be the set of all fea-
ture patterns computed in this way.

5. Train a SVM classifier using the patterns in
Y along with their respective labels.

Prediction of a document d̄

1. Get the VSM representation ~x = wT (d̄).

2. Compute the corresponding feature vector
~f = feat(~x) using the trained GHSOM.

3. Predict the polarity of d̄ by classifying the
pattern f using the trained SVM.

where ui is the i-th leaf unit of the GHSOM and
0 < i ≤ k. All the training patterns are mapped to
obtain a set of corresponding feature vectors in F .
This new set of patterns, along with their respec-
tive labels, constitutes the training data of a SVM
classifier. Once the training phase ends, the classi-
fier is able to assign a positive or negative label to
each of its input patterns. In our experiments we
evaluate the performances achieved by our model
trying an SVM with both a linear and a radial basis
function kernels. The linear kernel is used to eval-
uate the ability of the proposed model to gener-
ate a non-linear feature representation of the input
patterns in a new space where the points of differ-
ent classes are linearly separable. The radial basis
function kernel is adopted to obtain a non-linear
separating plane. In Algorithm 1 we summarize
the steps involved in our approach.

3.1 Short Texts Representation
In this section we describe how the short docu-
ments are represented in a VSM using a bag-of-
words approach. LetD be the set of all documents
and V be a vector space with a number of dimen-
sions equals to the number of terms extracted from
the corpus. Using an encoding function, we assign
to each document d ∈ D a vector vd ∈ V , where
vd(i) ∈ [0, 1] is the weight assigned to the i-th
term of the dictionary for the document d. In our
experiments we compare the results achieved by
our model using five different encoding functions
that are presented in the following paragraphs.

Binary Term Frequency. It produces a simple
and sparse representation of a short document.
Such representation lacks of representative power
but acts as an information bottleneck when pro-
vided as input to a classifier. Given a term t and
a document d, Equation 2 is used to compute the
value of each weight.

binary score(d, t) =

{
1 if t ∈ d
0 otherwise

(2)

TF-IDF. It is a well-known method usually em-
ployed to compute the weights in a VSM. Using
Equation 3, the weight assigned to a document d
is proportional to the frequency of the term t in d
(called tf ) and it is inversely proportional to the
frequency of t in the corpus D (called df ).

TF · IDF (d, t) = tf(d, t) · log(
|D|

df(D, t)
) (3)

In our experiments we compare the results ob-
tained using the TF-IDF term weighting approach
applied both to unigrams and unigrams plus bi-
grams.

Specific against Generic and One against All.
In Equation 4 we present a generic way to assign
a weight to each term t of a document d.

score(t, sc, gc) = 1− 1

log2(2 +
Ft,sc·Dt,sc

Ft,gc
)

(4)

sc and gc are two sets of documents representing
the specific corpus and the generic corpus respec-
tively. Ft,sc and Ft,gc are the frequencies of the
term t in sc and gc respectively. The number of
documents in sc containing the term t is defined
as Dt,sc.
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Figure 2: An example showing a GHSOM model.
Each layer in the hierarchical structure is com-
posed by several independent SOMs; the units
with high mqe are expanded to form a new SOM
in their subsequent layers; the units L that repre-
sent an homogeneous set of data do not require any
expansion.

The weight assigned to each term t in d by
Equation 4 is proportional to Ft,sc and inversely
proportional to Ft,gc. Therefore, the value of the
score function is close to 0 when t does not appear
in gc (e.g., when t is a domain-specific term) and
it increases according to the value of Ft,sc

Ft,gc
. When

t 6∈ gc, score(t, sc, gc) = 1.
Using Equation 4, two weighting strategies may

be defined: (i) the Specific against Generic (SaG),
where sc is the set of positive-oriented documents
and gc is the set of negative-oriented documents,
(ii) the One against All (OaA), where sc is the set
of all the short documents in the corpus and gc is
a set of short documents semantically unrelated to
the ones in sc.

3.2 GHSOM

In this section we describe the Growing Hierarchi-
cal Self-Organizing Map (GHSOM) (Rauber et al.,
2002) model.

The GHSOM model is an evolution of the Self
Organizing Map (SOM) (Kohonen, 2001) model.
The latest is an unsupervised neural network com-
posed by a two dimensional grid of neurons. The
aim of a SOM is to learn a quantized representa-
tion of the training patterns in their space by ad-
justing the weights associated to each neuron in
order to fit the distribution of the input data. By
doing so, a SOM operates a sort of clusterization
of the input data, where the weight vector assigned
to each neuron is a centroid.

In Figure 2 we show an example of GHSOM,
it consists of a set of SOMs organized in a hier-
archical structure that is built by an iterative pro-
cedure. This procedure starts from a single map
and, when convenient, increases the size of the
current map by adding rows and columns of neu-
rons or by expanding a single neuron in another
SOM. The criterion employed to modify the topol-
ogy of a GHSOM is based on the quantization er-
ror and two parameters τ1 and τ2; these parameters
adjust the propensity of the structure to grow in
width (new rows/columns are added to the SOMs)
and in depth (new SOMs are added) respectively.
The mean quantization error mqe is a measure of
the quality of each SOM; the greater the mqe, the
higher the approximation level. The quantization
error can be computed for a single unit and for a
whole map using Equations 5 and 6 respectively.

mqei =
1

|Ci|
∑
xj∈Ci

‖mi − xj‖ (5)

mqeM =
1

|M |
∑
i∈M

mqei (6)

Let ui be the neuron of a SOM M , mi be the
weight vector of ui and Ci be the set of the input
vectors associated to ui.

The training process begins with the creation of
an initial map constituted by only one unit whose
weight vector is computed as the mean of all the
training vectors. This map constitutes the layer
0 of the GHSOM; we define mqe0 as its mean
quantization error. In the subsequent layer, a new
SOM M1 is created and trained using the standard
SOM training algorithm (Kohonen, 2001). Af-
ter a fixed set of iterations, the mean square er-
ror mqeM1 is computed and the unit ue having the
maximum square error is identified by computing
e = argmaxi {mqei}. Depending both on the dis-
similarity of its neightboring units and τ1, a new
row or column is inserted at the coordinates of the
unit ue. Note thatM1 is allowed to grow while the
following condition holds:

mqeM1 ≥ (τ1 ·mqeM0) (7)

When Equation 7 is no longer satisfied, the units
of M1 having high mqe may add a new SOM in
the next layer of the GHSOM. The parameter τ2 is
used to control whether a unit should be expanded
in a new SOM. A unit ui ∈ M1 is subject to hier-
archical expansion if mqei ≥ τ2 ·mqe0.



The described procedure is recursively repeated
by iteratively expanding the SOMs both in depth
and width. Note that each map in a layer is trained
using only the training patterns clustered by its
parent unit. The training process of a map ends
when no further expansions are allowed.

4 Experiments

In this section we present the results obtained by
performing an extensive experimental analysis of
the proposed model. The main goal of such exper-
iments is to determine: (i) how the parameters of
our model affect its performances, (ii) the magni-
tude of the contribution of the GHSOM and SVM
in the proposed model, (iii) how our method per-
forms in comparison with other approaches.

All our experiments are carried out using the
Customer Review Dataset (Hu and Liu, 2004).
The dataset is composed by several annotated re-
views associated with 5 different products; each
review consists of a set of short phrases whose
length do not averagely exceed 30 words. All the
phrases are independently annotated, thus they can
be treated as short documents; moreover, their po-
larities can be predicted independently from the
reviews they belong to. The Customer Review
Dataset is composed by a total of 1095 positive
and 663 negative phrases; in our experiments we
balance it by removing 432 positive phrases.

We evaluate the performances achieved by the
proposed model using the F-measure defined as in
Equation 8.

F1 = 2 · p · r/(p+ r) (8)

p and r represent precision and recall values re-
spectively. In all our experiments, the parameters
τ1 and τ2 are chosen using k-fold cross-validation
with k = 5.

Baseline. In the first part of our experiments, we
measure the results achieved by our model using
the 4 encodings described in Section 3.1; the vec-
tor representations generated by those encodings
are classified using an SVM with both a linear and
a radial basis function kernel. As shown in Ta-
ble 1, the results obtained using the linear and non-
linear kernels are similar. In fact, the vector space
has a great dimensionality, therefore mapping the
data into an higher dimensional non-linear space
do not improve the classification performances.
Note that this first part of the experiments is cru-
cial for the subsequent phases because the use

Figure 3: F-measure values achieved by a trained
GHSOM for the Customer Review Dataset, while
varying the parameter τ2. For each of the five
encodings of Sections 3.1 and 3.2, the optimal
parameter τ1 was found using a k-fold cross-
validation technique with k = 5.

of an unsupervised feature learning approach is
meant to obtain a new non-linear encoding and it
is important to know if this unsupervised encoding
is able to outperform the results obtained using a
non-linear SVM kernel on the same input vectors.

GHSOM analysis. In this second part of our ex-
periments, we analyse the distribution of the doc-
uments in the clusters produced by a trained GH-
SOM. Given a trained GHSOM, we assign a po-
larity to each of its leaf units. Let ui be a leaf
unit in the map M generated by an expansion of
the unit upar belonging to the previous layer. We
define P = Ppos ∪ Pneg as the set of training pat-
terns clustered by the unit ui. The polarity as-
signed to ui is computed using Equation 9.

pol(ui) =


pos if |Ppos| > |Pneg|
neg if |Pneg| > |Ppos|
pol(upar) otherwise

(9)

It is possible to exploit the GHSOM as a cluster-
ing algorithm: each leaf unit is a centroid in the
input patterns space and each unseen document is
assigned the polarity of its closest centroid. Given
an unseen document d̄, we compute its closest leaf
unit ud̄ as described in Section 3.2 and its polarity
as pol(ud̄).

The results obtained using this simple clusteri-
zation algorithm are presented in Table 1; we ob-
serve a general improvement in respect to the clas-
sification results obtained using the baseline ap-
proaches. In Figure 3 we present the development



Encoding SVM linear SVM rbf GHSOM full (linear) full (rbf)
Binary term frequency 0.52 0.56 0.75 0.81 0.87
TF-IDF unigrams 0.55 0.57 0.76 0.76 0.86
TF-IDF 2-grams 0.60 0.62 0.76 0.78 0.85
Specific against generic 0.54 0.76 0.76 0.76 0.88
One against all 0.56 0.56 0.77 0.81 0.90

Table 1: F-measure values obtained by different stages of the proposed model for the Customer Review
Dataset. The columns labelled with SVM linear and SVM rbf show the baseline results; the column
labelled with GHSOM shows the results obtained by directly using a GHSOM as classifier; the last two
columns show the results achieved by the final model using a linear and a radial basis function kernels.

Method F-measure
FBS 0.83
OPINE 0.87
Opinion Observer 0.91
Our method 0.90

Table 2: Classification results in comparison
with other recent works for the Customer Review
Dataset.

of the F-measure while varying the parameter τ2;
the value assigned to τ1 is determined using k-fold
cross-validation as previously defined. It is possi-
ble to observe that, as the GHSOM grows in depth,
the classification results obtained using the 5 dif-
ferent encodings improve. We argue that this is
due to the fact that, as the number of leaf units in-
creases, the centroids in the vector space become
more specialized and precise.

Sparse encoding classification. In our final ex-
periments we measure the results we obtain when
the sparse encoding generated by the trained GH-
SOM, described in Section 3.2, is given as in-
put to both a linear and a non-linear SVM clas-
sifiers. Such results are presented in Table 1. They
prove that: (i) the combination of a GHSOM and a
non-linear SVM classifier performs better than the
baseline approaches, (ii) the encoding generated
by the GHSOM defines a vector space that is bet-
ter (in terms of separability) than the ones defined
by the encodings presented in Section 3.1. Note
that the vectors generated by the function feat,
described in Section 3, are not linearly separable;
in fact, a non-linear classifier, trained using the en-
coding generated by the GHSOM, performs better
than a linear one.

Results. In Table 2 we provide an experimen-
tal comparison between our approach and some
of the models presented in literature: the Feature-

Based Summarization (FBS) (Hu and Liu, 2004),
the OPINE (Popescu and Etzioni, 2005) and the
Opinion Observer (Ding et al, 2008). It is im-
portant to point out that in our method we clas-
sify the short documents as either positive or neg-
ative, while the other 3 methods infer a senti-
ment orientation about features of the products.
Moreover, we slightly modified the Customer Re-
view Dataset by performing the following steps:
(i) we discarded the neutral tagged phrases, (ii)
we balanced the dataset by removing 432 positive
phrases. However, the results reported in Tables 1
and 2 are obtained using k-fold cross-validation;
therefore, we argue that the comparison we pro-
vide is meaningful. Our results prove that the pro-
posed method can pose a challenge to the others
without exploiting any prior information related to
the specific domain.

5 Conclusion

The method presented in this paper is able to gen-
erate a sparse encoding of short documents in
an unsupervised manner, without using any prior
information related to the context of the prob-
lem. In our experiments we proved that a prop-
erly trained Growing Hierarchical Self-Organizing
Map, used as clustering algorithm and applied to
several bag-of-words approaches, provides robust
results. Moreover, excellent performances can be
achieved when the output of such model is pro-
vided as input to a Support Vector Machine classi-
fier; this proves the suitability of feature learning
algorithms in the field of sentiment analysis. Our
solution presents some interesting advantages: (i)
it does not depend on the language, (ii) it does not
require any lexicon of opinion-bearing words nor
idioms, (iii) it is domain-independet, meaning that
it may be applied to different contexts without fur-
ther modifications.
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